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As soft-hardware-logic circuits had been proposed in the literature as an alternative for digital circuits taking advantage the fact that any Boolean function could be implemented with the same cell, just configuring external signals, this work shows a methodology that could be followed particularly for the design of a four bits logic gate, using the so-called neuron MOS transistor (v-MOS). Simulation results show the feasibility of the design for performing as XNOR, NOR, OR, XOR, AND or NAND logic gates, for instance. In order to extrapolate the design to a higher number of bits, the key issue is to properly consider the weight of the input capacitances in correlation with the number of input bits. A D/A converter can be used as the input stage of the configuration. This design considers the D/A converter-less version, since it helps to increase device integration as the number of transistors used is reduced with no difference in its performance. The design should be based on the theoretical floating potential diagram (FPD) of the desired logic gate.
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I. Introduction

First formally conceived in 1967, the MOS floating gate transistor is formed by an electrically isolated gate and a control gate. Through time, this first device has been well studied, such that new and optimum designs were reported in literature and implemented in practical systems. Such is the case of the so called neu-MOS (or v-MOS) since it resembles the behaviour of a biological neuron, as it has more than one control gate, then functionally representing a weighted sum at the floating gate, of all the input signals connected to the control gates. As a methodology, it presents a means for implementing a non-volatile memory element in silicon CMOS technology when the charge on the floating gate is to be modified when storing information. When performing as a non-volatile memory, the charge on the floating gate can be modified, having a charge loss of about 0.1% in 10 years. This is not the case in circuits like those presented in this work, since the condition needed for the operation of the gates is to have no charge at all upon the floating gate. Although floating gate transistors are primarily used as storage devices in digital systems, there has been a trend in research and development over the last 15 years to use them as an analogue circuit element (Schwartz, Howard and Hubbard 1989;
Kub, Moon, Mack and Long 1990; Shibata and Ohmi 1992; Ramirez-Angulo, Choi and Gonzalez Altmirano 1995; Minch, Diorio, Hasler and Mead 1996; Hasler and Lande 2001; Ramirez-Angulo and Lopez 2001). Such is the case reported in (Shibata and Ohmi 1993a,b), where soft-hardware logic (SHL) circuits based on neu-MOS transistor are presented. The concept of SHL circuit proposed by Shibata and Ohmi using a multi-input floating gate MOS transistor (MIFGMT) brings out the opportunity to increase the integration of more transistors in a small area. This is such a versatile configuration as any Boolean function can be implemented with the same circuit. Another advantage of this configuration, over the conventional gates, is the great reduction in the number of transistors, which can be as high as 90%. On the other hand, the concern is directed to technological issues, such as device parameter spreading, since multiple input capacitances are used in the neuMOS, and operating frequency, which is also reduced due to the lower transconductance of the MIFGMT.

It is interesting to have a background in designing these SHL configurations, as different functions and systems could be designed and simulated, so performance of circuits as A/D converters, summers or logic gates, can be evaluated in advance of their physical implementation with a silicon foundry. The circuits can be designed using a D/A converter as the input stage of the basic cell, but with the inconvenience that the threshold voltages of the PMOS and NMOS transistors, used in a complementary vMOS source follower configuration, should be positive and negative, respectively. This imposes the use of ion implantation to adjust the threshold voltages, and this represents an extra technological step not available in commercial technology. Anyway, a version of the gate without this stage is possible with no problem, reducing even the number of transistors used and increasing the speed. The four bit circuit designed in the present work, is followed with the later approximation and can be fabricated with available commercial technologies having two polysilicon layers.

The concept of theoretical floating-gate potential diagram (FPD) of the logical functions is presented and simulated using PSpice, corresponding to the equivalent expected response of the logic function considered. A circuit that represents logic functions, such as XOR, NAND, NOR, AND, OR and XNOR, etc., can be implemented by adjusting external control signals without any modifications in the circuit configuration and a detailed design methodology is presented. The FPD is used for the gate performance prediction, applied to the floating gate of the vMOS inverter, shown in Figure 1. First, an equivalent representation of the desired logic output, should be made with the help of an FPD. Then the threshold voltages of the programmable inverters (A, B, C... ) are read from the abscissa of the FPD, and the values of coupling capacitances of the output stage (neuMOS circuit) are determined from the ordinate of this same graph. One main objective is to reduce the number of transistors through the elimination of the D/A converter shown in Figure 1, using the FPD. In this case, the design is done for a gate with a 4-b input, establishing the magnitude of coupling capacitances and external voltages necessary for each of the studied gates.

In §2 of this paper, the design methodology for a circuit with a logical external configuration is presented, as well as the standards of design for the coupling capacitances used in the neuron circuit, programmable inverters and pre-input-gate inverter. Also, the FPD is described in detail. Section 3 will present the simulation for one of the gates considered, simulated both in DC and transient behaviours, together with the table of external voltages that should be applied to the programmable inverters, in order to obtain
the respective logic functions. Section 4 presents the conclusions of this work, and a suggested application for the designed circuit.

2. Methodology

The configuration of an SHL circuit with a D/A converter at the input stage is presented in Figure 1. The circuit receives binary signals X1, X2, X3 and X4 as the input and gives a binary signal output, VOUT. This particular circuit, given as an example, will show the XOR function of X1, X2, X3 and X4. The output stage of the circuit is a neuron circuit and is comprises a 7 input-gate complementary neuMOS inverter and a conventional inverter, whose function is to give logic 0s and 1s, as with a conventional digital circuit (Shibata and Ohmi 1991, 1992). The input stage of the circuit is a complementary vMOS source follower which serves as a single-stage D/A converter. This circuit converts a 4-b binary input signal, X1, X2, X3 and X4, into a sixteen-level analogue signal, \( V_p \), which is named as a principal variable. This variable, \( V_p \), is also fed to inverters A, B, C, D, E and F (Figure 1). The simulations of the circuit in Figure 1 can be seen in Medina-Santiago and Reyes-Barranca (2003, 2005).

The D/A converter can be eliminated if the principal variable is fed properly through a pre-input-gate inverter to the programmable inverters (intermediate stage) as will be shown later. First, consider a design example using the D/A converter, in order to explain how to use the FPD diagram. The FPD of the output stage in Figure 1 is presented in Figure 2, where the y-axis is the floating-gate potential of the neuronMOS circuit (\( \phi_F \)) and the x-axis corresponds either to the analogue value, \( V_p \), from 0 Volts to \( V_{DD} \) (base line, Figure 2), or to its digital equivalence for each of the sixteen possible combinations with 4-b.

From Figure 1, the capacitances considered are the following: \( C_{X1}, C_{X2}, C_{X3} \) and \( C_{X4} \), are the coupling capacitances for the D/A converter input signals, with \( C_{X1} \) for the LSB. \( C_1 \) corresponds to the coupling capacitance of the neu-MOS circuit connected to the D/A output. \( C_A, C_B, C_C, C_D, C_E \) and \( C_F \) are the coupling capacitances connecting each programmable inverter’s output, to the neu-MOS circuit. The number of coupling capacitances used for the circuit is determined precisely from the FPD.
First, it should be noticed in Figure 2, that the $x$-axis is divided into 16 subdivisions for the shown case. This is useful for the determination of the threshold voltage of the programmable inverters and, in general, this is derived from the number of input bits, as follows:

$$\#_{\text{subdiv.}}(x\text{-axis}) = 2^N$$  \hspace{1cm} (1)

where $N$ is the number of bits considered. Also, the number of subdivisions in the $y$-axis, should be

$$\#_{\text{subdiv.}}(y\text{-axis}) = 2 \times 2^N$$  \hspace{1cm} (2)

from where the magnitude of the coupling capacitances can be determined in terms of the floating-gate device gain $\gamma$, which corresponds to the ratio of the sum of the coupling capacitances to the total capacitance, Equation (3). In this case, the ordinate, $\phi_F$, is divided into 32 divisions with $\gamma V_{DD}$ as its maximum. The $y$-axis can be used either to read voltage (floating-gate potential) or capacitance, having in this case, a maximum of $\gamma C_{TOT}$.

$$\gamma = \frac{C_1 + C_A + C_B + C_C + C_D + C_E + C_F}{C_{TOT}}$$  \hspace{1cm} (3)

$$C_{TOT} = C_0 + C_1 + \cdots + C_n$$  \hspace{1cm} (4)

$$C_0 = C_{ON} + C_{OP}$$  \hspace{1cm} (5)

![Diagram]

**Figure 2.** Theoretical floating-gate potential diagram (FPD) for the main $\nu$MOS inverter in Figure 1. The case for the XOR gate is illustrated.
\[ C_1 = C_{X_1} + C_{X_2} + C_{X_3} + C_{X_4} \]  
\[ \phi_F = \frac{V_PC_1 + V_A C_A + V_B C_B + V_C C_C + V_D C_D + V_E C_E + V_F C_F}{C_{TOT}} \]

where \( C_{ON} \) and \( C_{OP} \) are, respectively, the gate capacitances of the NMOS and PMOS transistors of the neuronMOS inverter and will be considered as the minimum unit cell and \( \gamma \) is the floating-gate gain. Since, with this kind of logic function representation, a reference is needed to determine whether the output voltage is a logic '0' or a logic '1', this should be indicated with a line at the middle of the FPD (\( \gamma V_{DD}/2 \)), and labelled as 'threshold line'. Then, each of the subdivisions in the abscissa scale sets the sixteen possible inputs, from '0000' to '1111', correspondingly as \( Vp \) increases. A reference slope to trace the equivalent binary function is also needed. This can be done, drawing a line from coordinates (0,0) to \( ((2 \times 2^N) / 2, (2 \times 2^N) / 2) \), and labelled as 'base line'. Analytically, this can be done with the help of Equation (8) when \( V_A = V_B = V_C = V_D = V_E = V_F = 0 \).

\[ \phi_F = \frac{V_PC_1}{C_{TOT}} \]  

Following this slope, lines are traced in the FPD over or under the threshold line where a logic '1' or a logic '0', respectively, is dictated by the truth table of the gate, resulting in the piecewise linear signal shown in Figure 2. Table 1 shows the functional table of an XOR gate used in this example, from where the signal was drawn in the FPD.

As mentioned before, the \( y \)-axis can be used to read either voltage or capacitance. In the next section it is explained how the coupling capacitances of the neuronMOS circuit can be determined, from where the number of programmable inverters needed in the converter-less version can be known.

<table>
<thead>
<tr>
<th>X4</th>
<th>X3</th>
<th>X2</th>
<th>X1</th>
<th>OUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1. Functional table of a four bits input XOR gate.
2.1. The design standard for the coupling capacitances of the neuron circuit

As is shown in Figure 2, lines are extrapolated to the $y$-axis following the slope of the base line. Then, from the FPD the coupling capacitances of the neuron are graphically determined as follows:

\[
\begin{align*}
C_A &= \frac{3}{32} \gamma C_{TOT} \\
C_D &= \frac{3}{32} \gamma C_{TOT} \\
C_1 &= \frac{15}{32} \gamma C_{TOT} \\
C_B &= \frac{2}{32} \gamma C_{TOT} \\
C_E &= \frac{3}{32} \gamma C_{TOT} \\
C_C &= \frac{4}{32} \gamma C_{TOT} \\
C_F &= \frac{1}{32} \gamma C_{TOT}
\end{align*}
\]

Those capacitances below the threshold line correspond to those connecting the programmable inverters to the neuron circuit and those above the threshold line correspond to the coupling capacitance for $V_p$, i.e., $C_1$. Then, the number of programmable inverters is derived from the number of coupling capacitances determined, other than that used to couple $V_p$. In this case, the programmable inverters needed are six.

It is easy to see that

\[
C_1 + C_A + C_B + C_C + C_D + C_E + C_F = \frac{31}{32} \gamma C_{TOT}
\]

So

\[
C_0 = \frac{1}{32} \gamma C_{TOT}
\]

The weight of each capacitance in Equation (6) can be set as a recommended design standard, following the rule when converting each position of a digital word into its decimal equivalence, i.e., $2^0$, $2^1$, $2^2$, $2^3$, ..., $2^N$, with the first as the LSB. Then, for the 4-b case

\[
\begin{align*}
C_{X_1} &= \frac{1}{32} \gamma C_{TOT} \\
C_{X_3} &= \frac{4}{32} \gamma C_{TOT} \\
C_{X_2} &= \frac{2}{32} \gamma C_{TOT} \\
C_{X_4} &= \frac{8}{32} \gamma C_{TOT}
\end{align*}
\]

2.2. Threshold voltage of the programmable inverters

The corresponding inverter for each of the capacitances $C_A, \ldots, C_F$, is used to force $\phi_F$ to go down through the reference line in the FPD, in order to accomplish with the gate function. The voltage at which each inverter is programmed is defined by the position where the FPD crosses the reference line, $\gamma V_{DD}/2$. For the XOR gate in Figure 2, these threshold voltages are

\[
\begin{align*}
V_{IA} &= \frac{15}{16} V_{DD} \\
V_{ID} &= \frac{5}{16} V_{DD} \\
V_{IB} &= \frac{12}{16} V_{DD} \\
V_{IE} &= \frac{3}{16} V_{DD} \\
V_{IC} &= \frac{9}{16} V_{DD} \\
V_{IF} &= 0
\end{align*}
\]
Here, it should be pointed out that each programmable inverter’s output will be high until the respective inversion voltage defined by the FPD is reached by the sum of Vp and the external voltage applied to the inverter, which should be determined as the programming voltage. In consequence, the base line in Figure 2 will be shifted upwards following Equation (7), going down when the output voltage of the respective programmable inverter goes low through its inversion voltage, following the method of the theoretical FPD.

Now, in regard to the design of the programmable inverter, it consists of a floating-gate CMOS inverter with two inputs, as shown in Figure 3. One input receives the variable Vp and the other, the external voltage $V_A, \ldots, V_F$ from which the programmed inversion voltage is achieved, and whose magnitude depends on the threshold voltages. A nice design standard that can be applied in order to obtain the magnitude of the respective capacitances, is the following:

$$C_0 = C_{inv} = C_V$$  \hspace{1cm} (11)

where $C_0 = C_{0N} + C_{0P}$, $C_{inv}$ is the capacitance connected to $Vp$ and $C_V$ is the capacitance connected to an external voltage. Hence, $C_{TOT(inv)}$ is expressed as follows:

$$C_{TOT(inv)} = C_0 + C_{inv} + C_V$$  \hspace{1cm} (12)

and from Equation (11)

$$\frac{C_0}{C_{TOT(inv)}} = \frac{C_{inv}}{C_{TOT(inv)}} = \frac{C_V}{C_{TOT(inv)}} = \frac{1}{3}$$  \hspace{1cm} (13)

If this ratio is increased, i.e. to 1/2, the resulting external voltages, $V_A, \ldots, V_F$, can be decreased in consequence, so it can be derived from the $V_{DD}$ circuit bias (Shibata et al. 1993b). Using the ratio expressed in (13), results in the voltages shown in Table 2, which are above $V_{DD}$ and this can lead to the use of dedicated pins in the chip for the application of these voltages. Then, there is a tradeoff between increasing the capacitance ratio, which will affect the integration area and the speed, as well, and the availability of pins for the integrated circuit for particular functions. In order to have a symmetric transfer function,

![Figure 3. Configuration of one programmable inverter, where $Vp$ corresponds to the 4-b input and $Vext$ is the external voltage input found with Equation (15).](image-url)
the voltage in the floating gate of the inverter must be $\phi_{\text{Finv}} = \frac{V_{DD}}{2}$, which in turn is the sum of the weighted voltages applied to $C_{\text{inv}}$ and $C_V$. Since $V_p$ is applied to each programmable inverter, the voltage that should be applied to $C_V$ must be calculated depending on the inversion voltage that was read from the FPD. The expression from which this can be known is

$$\phi_{\text{Finv}} = \frac{V_{DD}}{2} = \frac{C_{\text{inv}} \cdot V_p + C_V \cdot V_{\text{ext}}}{C_{\text{TOT(inv)}}} = \frac{C_{\text{inv}}(V_p + V_{\text{ext}})}{C_{\text{TOT(inv)}}}$$

(14)

where $V_{\text{ext}}$ is equal to either $V_A, \ldots, V_F$. Solving for $V_{\text{ext}}$ from Equation (14)

$$V_{\text{ext}} = \frac{C_{\text{TOT(inv)}}}{C_{\text{inv}}} \cdot \frac{V_{DD}}{2} - V_p$$

(15)

and $V_p$ must be substituted by $V_{IA}$, for the inverter A, $V_{IB}$, for the inverter B and so on. Figure 4 shows a simulation of the transfer curve of inverter A, with $V_p = V_{IA} = 15/16V_{DD}$.

Table 2. External voltages applied to the programmable inverters.

<table>
<thead>
<tr>
<th>Logic function</th>
<th>$V_A$</th>
<th>$V_B$</th>
<th>$V_C$</th>
<th>$V_D$</th>
<th>$V_E$</th>
<th>$V_F$</th>
<th>$V_{C2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>XNOR</td>
<td>7.18 V</td>
<td>6.25 V</td>
<td>5.31 V</td>
<td>4.06 V</td>
<td>3.43 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>NOR</td>
<td>7.18 V</td>
<td>7.18 V</td>
<td>7.18 V</td>
<td>7.18 V</td>
<td>7.18 V</td>
<td>5 V</td>
<td>5 V</td>
</tr>
<tr>
<td>AND</td>
<td>7.46 V</td>
<td>7.46 V</td>
<td>7.46 V</td>
<td>7.46 V</td>
<td>7.46 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>NAND</td>
<td>2.81 V</td>
<td>2.81 V</td>
<td>2.81 V</td>
<td>2.81 V</td>
<td>2.81 V</td>
<td>0 V</td>
<td>0.64 V</td>
</tr>
<tr>
<td>OR</td>
<td>0 V</td>
<td>0 V</td>
<td>0 V</td>
<td>0 V</td>
<td>0 V</td>
<td>5 V</td>
<td>5.5 V</td>
</tr>
<tr>
<td>XOR</td>
<td>2.81 V</td>
<td>3.75 V</td>
<td>4.68 V</td>
<td>5.93 V</td>
<td>6.56 V</td>
<td>5 V</td>
<td>5 V</td>
</tr>
</tbody>
</table>

Figure 4. Simulation of the transfer curve of a programmable inverter with $V_I = 15/16V_{DD}$, with an external voltage of 2.81 V, calculated from (15).
$V_{DD} = 5\, V$ resulting in $V_{ext} = 2.81\, V$ using Equation (15). It can be seen from this figure that the output of the conventional CMOS inverters connected to the programmable inverter’s output changes from a high output to a low output just in $15/16 \, V_{DD}$ (4.6875\, V). Also, the value of the floating gate potential (dotted line), $\phi_F$, is approximately $\phi_{F_{inv}} = V_{DD}/2$, as desired for a symmetric transfer function. This simulation can be done with each of the crossing points specified in the FPD of Figure 2, in the case of the XOR gate, or any other gate considered. Proceeding this way and using (15), the external voltages listed in Table 2 were determined for the six gates analysed.

3. The converter-less gate design

The D/A converter-less version of the exclusive OR (XOR) circuit is shown in Figure 5, in which the configuration of the pre-input-gate inverter (with input signals $V_p$, $V_0$ and $V_F$) is explicitly shown (to be compared with the circuit diagram in Figure 1). The four input signals $X_1$, $X_2$, $X_3$ and $X_4$ are directly coupled via $C_{X1}$, $C_{X2}$, $C_{X3}$ and $C_{X4}$, to the floating gates of the two $\mu$MOS inverters, having a weight ratio of $1:2:4:8$, respectively, following the same design standards outlined before. For simplicity, these four inputs are indicated as one capacitance, named $C_1$, that equals their sum. Eliminating the D/A converter stage, simplifies the circuit configuration, therefore improving the integration density as well as the speed performance, with a slight penalty of an increased number of interconnects.

Based on the FPD, as was mentioned above (Figure 2), the coupling capacitances of the neuronMOS circuit and the threshold voltages for each of the programmable inverters used can be determined, as well as the quantity of programmable inverters needed to configure the logic function desired; the same way it was done with the configuration of Figure 1. Following the same example for the XOR gate, the threshold voltages, capacitance values and number of programmable inverters, are the same for

![Figure 5. Converter-less version of the exclusive-OR circuit with four input variables X1, X2, X3 and X4.](image-url)
the converter-less version, because the FPD holds, even in this case, for the neuronMOS circuit. Since, finally, the floating gate of the vMOS inverters is a summing point, one can take advantage of this to eliminate the D/A converter and merge one of the programmable inverters with the input bits, represented with the vMOS inverter on the left in Figure 5. So, consider the design outline that can be suggested for this first stage. Once again, starting from the capacitance unit cell

\[ C_0 = C_{0N} + C_{0P} = C_{X1} \]  
\[ C_{X1} = C_F \]  
\[ C_{X2} = 2 \cdot C_{X1} \]  
\[ C_{X3} = 4 \cdot C_{X1} \]  
\[ C_{X4} = 8 \cdot C_{X1} \]  
\[ C_2 = C_{X1} + C_{X2} + C_{X3} + C_{X4} \]  
\[ C_{TOT(pre)} = C_0 + C_{X1} + C_{X2} + C_{X3} + C_{X4} + C_2 + C_F = 32 \cdot C_{X1} \]  

Thus, the ratio of the coupling capacitances of the pre-input-gate inverter to the total capacitance can be expressed as

\[ \frac{C_{X1}}{C_{TOT(pre)}} = \frac{1}{32} \quad \frac{C_{X4}}{C_{TOT(pre)}} = \frac{8}{32} \]
\[ \frac{C_{X2}}{C_{TOT(pre)}} = \frac{2}{32} \quad \frac{C_2}{C_{TOT(pre)}} = \frac{15}{32} \]
\[ \frac{C_{X3}}{C_{TOT(pre)}} = \frac{4}{32} \quad \frac{C_F}{C_{TOT(pre)}} = \frac{1}{32} \]

As mentioned before, the pre-input-gate inverter merges the 4-bits input with one programmable inverter, so it is necessary to calculate the external voltage, \( V_0 \) and \( V_F \), that should be applied either to \( C_2 \) or \( C_F \), respectively. First, the voltage on the floating gate of the pre-input inverter, \( V_{F(pre)} \) must be expressed as a function of the signals applied to each coupling capacitance.

\[ \phi_{F(pre)} = \frac{C_{X1} \cdot V_1 + C_{X2} \cdot V_2 + C_{X3} \cdot V_3 + C_{X4} \cdot V_4 + C_2 \cdot V_0 + C_F \cdot V_F}{C_{TOT(pre)}} \]  

Here, it should be pointed out that \( V_p \) is now completely digital but being coupled to the floating gate of the pre-input-gate-inverter via \( C_{X1}, C_{X2}, C_{X3} \) and \( C_{X4} \). This is important to remember in order to make the next considerations, made for the calculation of the external voltage that must be applied to \( C_2 \) and \( C_F \), comprehensive. Since we are considering that the programmable inverter, \( F \) is configured in the pre-input-gate-inverter, its threshold voltage was determined before as \( V_{pF} = V_{IF} = 0 \) for the XOR gate case. Using Equations (16)–(23), the expression from where the external voltages applied to
C_2 and C_F can be calculated is

\[ \phi_{F(pre)} = \frac{V_{DD}}{2} = \frac{15 \cdot C_{X1} \cdot V_p + 15 \cdot C_{X1} \cdot V_0 + C_{X1} \cdot V_F}{C_{TOT(pre)}} \]  

(24)

If \( V_p = V_{IF} = 0 \), then

\[ \phi_{F(pre)} = \frac{V_{DD}}{2} = \frac{15 \cdot C_{X1} \cdot V_0 + C_{X1} \cdot V_F}{C_{TOT(pre)}} = \frac{C_{X1}}{C_{TOT(pre)}} \cdot (15 \cdot V_0 + V_F) \]  

(25)

It can easily be shown that if \( V_0 = V_F = V_{DD} \) is chosen and knowing that \( C_{X1}/C_{TOT(pre)} = 1/32 \), making substitutions in Equation (25), results effectively in \( V_{DD}/2 \). In practice, this applied voltages result in a low output of the programmable inverter F, all over the range of \( V_p \), as dictated by the FPD. The design considerations for the rest of the programmable inverters (A, B, C, D and E) are the same as those used for the configuration using a D/A converter.

### 4. Simulations

Simulations were carried out using PSpice, with level 7 model for MOS transistors, using the technological parameters of the 1.2 \( \mu m \) AMIS technology. Figure 6a–f demonstrates the simulation results for the six functions considered in this methodology. The graphs on the left show the DC simulation and the graphs on the right show the transient simulation with satisfactory results in each logic gate. Thus, the methodology outlined here has been demonstrated also to apply to a converter-less version, and with a 4-b input. Besides, as mentioned in the first section, the number of transistors needed for implementing the logic function, is greatly reduced, optimising hence, the integration area. Also, care should be taken with the external voltage of the programmable inverters when configuring gates as NOR, AND, NAND and OR. The reason for the advice can be justified by their corresponding FPD. As can be seen in Figure 6a–d, these four gates have only one crossing of \( \phi_F \) through the threshold line. Therefore, a simple analysis of the appropriate output of the six inverters should be carried out to predict if it must be high or low to shift the FPD in the correct direction. For example, the NOR gate must have all the inverters with a high output (low input) until \( 1/16V_{DD} \), where, once again, all of them must have a low output (high input). Using Equation (15), the value that must be applied to \( V_{A}, \ldots, V_E \) is 7.18 V (see Table 2) and \( V_F \) and \( V_0 \) can be 5 V, and using Equation (25), \( \phi_{F(pre)} = 2.5 \) V. Hence, as \( V_p \) increases, the output of all the inverters is low, following the base line from \( V_p = 1/16V_{DD} \) until \( V_{DD} \). For the AND gate, the programmable inverters A, B, C, D and E must have a low output all over the \( V_p \) range compared with the pre-input-gate inverter, that must shift \( \phi_F \) up in the FPD by an amount of \( 1/32 \gamma V_{DD} \). The external voltages applied to the programmable inverters A through E, are calculated with Equation (15), with \( V_p = 0 \) V. The case of the NAND gate is the opposite of the AND gate, this is, the output of the programmable inverters must be high, and the voltages are calculated with \( V_p = 15/16V_{DD} \) and \( V_0 = 0 \) V and \( V_F = 0.64 \) V. Finally, for the OR gate, programmable inverters must have a high output and the pre-input-gate inverter, a low output all over the \( V_p \) range. During simulation with PSpice and depending on the parameters used in the model for MOS transistors, which may depend on the technology that will be used to fabricate the circuits, some
Figure 6. Simulation with PSpice of SHL gates with 4-b input and without D/A converter: (a) AND; (b) NAND; (c) OR; (d) NOR; (e) XNOR; (f) XOR. Note that each subdivision of the x-axis is $V_{DD}/16$ and that the threshold line is at $y = yV_{DD}/2$, for $V_{DD} = 5\, \text{V}$. 
fitting may be done, for instance, in the geometries of the devices to adjust either the external voltages or the transfer curve of the inverters.

Table 2 shows all the applied voltages to the programmable inverters, corresponding to the respective inversion thresholds of the programmable inverters for the six logic functions considered. Here, the fact that the magnitude of some voltages are higher than $V_{DD}$ can be highlighted. This was the result of the standards followed in the design of the programmable inverters. Voltages in the order of $V_{DD}$ or lower can be used if the ratio of the coupling capacitances is increased, for instance to 1/2 instead of 1/3, as was used in the example. On the other hand, doing this will result in an increase in the area of the coupling capacitance.

5. Conclusions

The concept for logic external configuration circuits based upon a theoretical FPD for logical functions was presented. It is possible to simulate with PSpice, the behaviour of a soft-hardware logic gate, with design standards derived form the so called FPD graph. The results obtained correspond to the expected response for the logic functions considered, in this case, for a 4-b input signal. The same circuit can perform several logic functions such as XOR, NAND, NOR, AND, OR and XNOR, by just adjusting external control signals without any modifications to the circuit configuration and good performance was obtained for all of them.
From a practical point of view, the original FPD representation, like the one shown in Figure 2, is much easier to use in designing this kind of logic circuits. Therefore, the presented procedure can be applied. First, draw an FPD pattern that matches the target function, then derive the coupling capacitances from the FPD graph axes; calculate the external voltages applied to the programmable inverters, depending on the logic function desired, and finally simulate the circuit, observing their behaviour.

The number of programmable inverters necessary to implement the circuit, is directly proportional to the times that $\Phi_F$ crosses the threshold line $(V_{DD}/2)$ present in an FPD graph, as well as the number of coupling capacitances determined from the $y$-axis of the FPD, independently from those used for the input signals. For the case studied in this work, it was determined that six programmable inverters were needed. When the external voltages applied to them are adjusted, several logic functions can be performed, without altering the circuit configuration. A future application of this circuit is the development of arithmetic circuits, i.e. adders and multipliers. This could lead to the design of an ALU with parallel processing, for instance.
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