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Abstract—This work demonstrates an alternative training
approach, which can be fairly compared with the learning
procedures for autoencoders within dimensionality reduction
schemes. Therefore, this work’s metaheuristic artificial bee colony
optimization method trains an encoder-type neural network,
which can then compute orthogonal features straight away.
Experimental sessions of this method lead us to show competitive
results based on public domain datasets.

Index Terms—Autoencoder, Dimensionality Reduction, Neural
Network, Metaheuristics, Artificial Bee Colony algorithm

I. INTRODUCTION

Nowadays, machine learning techniques are being adopted
in the way of intelligent systems. This fact is possible due
to artificial neural networks technology, where the autoen-
coder architecture, among others, has a special role [1].
This network, in its fundamental manner, is a one-hidden
layer system. The connections between this hidden layer with
the input and output layers define the encoder and decoder
sections, respectively. The encoder reduces the dimension of
the input vectors. Additionally, the autoencoders minimize
the reconstruction error in the training phase via evaluating
either the Euclidian distance or the Frobenius norm, i.e.,
their suitable objective functions. The first objective function
refers to updating connections; meanwhile, instantaneous sam-
ples occur, and the second one attends to batch processes.
Moreover, adding an orthogonalization term to the objective
function can improve the performance. In this work, we show
that a neural network, which works as the encoder section of
one autoencoder, reduces the dimension of input vectors and
draws useful orthogonal information. Therefore, the training
phase uses the metaheuristic artificial bee colony algorithm,
replacing efficiently any other method.

A set of experimental sessions based on Matlab code
for handwritten numbers and cropland images demonstrates

the comparative capabilities of our dimensionality reduction
method.

II. DIMENSIONALITY REDUCTION WITH AUTOENCODER

The primary operational function of one autoencoder is
reducing the dimension of input vectors [2]. The fundamental
features of the reduced vectors in this task can be observed
with linear algebra analysis of the encoder’s connection
matrices and the decoder’s [3]. Likewise, analysis with an
information-theoretic basis further improves the performance
of autoencoders [4], [5]. Fig. 1 depicts the architecture of one
autoencoder, where the matrices WEN and WDE contain the
connections of the encoder and decoder sections. The hidden
layer is also called Bottleneck. The input and output vectors
are represented by qIN and qOUT , respectively. The vector
rH carries the information at the hidden layer. The dimension
of WEN and WDE is m × n and n ×m, respectively. Both
qIN and qOUT have dimension n; and, the dimension of rH is
m. Moreover, the neurons in the hidden and output layers can
work with sigmoidal or linear transfer functions. In the training
phase, either loss function (1) or (2) should be minimized;
where (1) and (2) refer to instantaneous and batch processes,
respectively.

LF1 = ∥qOUT − qIN∥2 (1)

LF2 = ∥QOUT −QIN∥2F (2)

Where: ∥·∥2 and ∥·∥2F mean the Euclidian and Frobenius
norms, respectively. QOUT and QIN are output and input
matrices, respectively whose dimension is n × s; where s
is the number of samples contained in a lot of a batch
process. Generally speaking, the autoencoder is an efficient
vehicle for remarking particular features of the input data.
This functionality is observed via adding one or more new
loss terms to the primary loss function. In the context of
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classification, clustering or recognition problems [6]–[8], the
orthogonal features provide a notable capability in the process
of separation of classes, which in combination of shallow
or deep stages complete the detection of patterns or objects.
Therefore, the loss function that includes orthogonality in the
autoencoder is given by (3).

LF3 = ∥QOUT −QIN∥2F + λ
∥∥RTR− I

∥∥2
F

(3)

Where: RT is a matrix whose entries belong to the set of
hidden vectors created in a batch process, RT is the transpose
of the matrix R, and I is the identity matrix. R has the
dimension s × m. A lambda factor is a weighting number
of the orthogonalization term.

III. DIMENSIONALITY REDUCTION WITH
METAHEURISTICS

In the following lines, we introduce a metaheuristic method
to realize the dimensionality reduction task. The encoder
section of the autoencoder is used alone for this method, as
shown in Fig. 2, where the neurons of the hidden layer become
the output neurons and have linear transfer functions. The
meaning and dimensions of WEN , qIN and rH remain. The
encoder section should minimize the loss function LF4 in the
training phase in batch mode, approaching the orthogonality
in the set {rH1, rH2, ... , rHS}. LF4 is presented in (4), whose
matrices have the same description as in (3).

Decoder

Bottleneck

Encoder

qOUT

1

2

n

WDE

rH1

2

m

WENqIN

1

2

n

Fig. 1. Architecture of the Autoencoder.

LF4 =
∥∥RTR− I

∥∥2
F

(4)

The minimization of (4) in this work uses the metaheuristic
artificial bee colony algorithm (ABC algorithm), which is an
efficient optimization method for solving a wide range of
complex engineering problems [9]. This technique is a pioneer
nature-inspired algorithm in front of many new ones [10].
The ABC algorithm searches for possible solutions using three
kinds of bees namely: employed, onlookers, and scouts. The
pseudocode of the activities of the bees is available elsewhere,
e.g., in [11].

In Algorithm 1 the instructions named Employed Bees’
labor, Onlooker Bees’ labor, and Scout Bees’ labor follow the
Algorithms 2–4, respectively, described in [11]. An employed
bee randomly selects one food source xk from the current
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Fig. 2. Architecture of the Encoder Used in This work.

population and chooses a random dimension index j. The new
food source is obtained by applying (5).

vij = xij + ϕij (xij − xkj) (5)

where i is the solution currently being exploited, k is
a randomly chosen neighbor solution, and ϕij is randomly
chosen from [−1, 1] drawn from the uniform distribution. An
employed bee unloads the nectar and then gives information
to onlookers about the quality and the location of her source.
High-quality solutions have a high chance to be selected but
the solutions with low quality can also be selected by the
onlookers [11]. The probability of each solution (pi) can be
calculated proportionally to its fitness value using (6).

pi =
fitnessi∑SN
i=1 fitnessi

(6)

Algorithm 1 ABC Pseudocode.
1: Data: set control parameter values;
2: SN: Number of Food Sources,
3: MCN: Maximum Counter Number,
4: limit : For deciding either a source is exhausted
5: Initialize and evaluate the food source locations
6: counter = 1
7: while counter < MCN do
8: Employed Bees’ labor (see Algorithm 2)
9: Onlooker Bees’ labor (see Algorithm 3)

10: Memorize the Best Solution
11: Scout Bees’ labor (see Algorithm 4)
12: counter ++
13: end while

IV. EXPERIMENTAL SESSIONS

This section deals with training the encoder network in
Fig. 2 with the ABC algorithm. The underlying dimensionality
reduction task is demonstrated via experimental sessions using
two benchmarking data sets, which come from [12] and [13].
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Algorithm 2 Employed Bees’ Labor Pseudocode (Adapted
from [11]).

1: Data: food source population;
2: Begin
3: for foodsources < xi do
4: new solution x′ ← produced by Equation(5)
5: f(x′)← evaluated new solution
6: if f(x′) < f(xi) then
7: xi ← x′

8: exploit(xi)← 0
9: else

10: exploit(xi)← exploit(xi) + 1
11: end if
12: end for
13: End

Algorithm 3 Onlooker Bees’ Labor Pseudocode (Adapted
from [11]).

1: Data: food source population; Probability of each solution
2: Begin
3: for foodsourcesxi do
4: pi ← assign probability by Equation(6)
5: end for
6: i← 0
7: t← 0
8: while t < SN do
9: r ← rand(0, 1)

10: if r < p(i) then
11: t← t+ 1
12: x′ ← a new solution by Equation(5)
13: f(x′)← evaluate new solution
14: if f(x′) < f(xi) then
15: xi ← x′

16: exploit(xi)← 0
17: else
18: exploit(xi)← exploit(xi) + 1
19: end if
20: end if
21: i← (i+ 1) mod (SN − 1)
22: end while
23: End

Algorithm 4 Scout Bees’ Labor Pseudocode (Adapted from
[11] ).

1: Data: food source population; Exploitation Counters
2: Begin
3: si = i : exploit(i) = max(exploit)
4: if exploit(si) > limit then
5: xsi ← random solution by Equation(5)
6: exploit(si)← 0
7: end if
8: End

The first one is a collection of handwritten numbers ex-
tracted from the MNIST database, 5 groups have been gener-
ated for analysis.

The second is a collection of data that comes from images
of cropland with radar sensors; seven crop type classes exist
for this data set as follows: 1—Corn; 2—Peas; 3—Canola;
4—Soybeans; 5—Oats; 6—Wheat; and 7—Broad-leaf. Table I
summarizes the parameters of the two database.

TABLE I
DATABASE

Classes Feature Dimension

Handwritten
Numbers

3 (0, 1, 2, numbers) 784 900× 784
3 (3, 4, 5, numbers) 784 900× 784

2 (6, 9, numbers) 784 600× 784
2 (7, 8, numbers) 784 600× 784
10 (all numbers) 784 3000× 784

Cropland 7 145 5834× 148

In order to develop the dimensionality reduction process
a neural architecture with three final neurons and orthogonal
learning has been built, such as the one presented in Fig. 2.
The ABC algorithm has been applied as the search method
for the parameters of the synaptic weight matrix, WEN . The
initial parameters of the ABC algorithm are listed in Table II.
The optimization function applied to the search process of the
bees is presented in (4). Table III shows the performance of
the ABC algorithm.

TABLE II
PARAMETERS OF ABC ALGORITHM

ABC algorithm Parameters
Number of Bees 100
Number of Food Source 50
Number of Trial Limits 50
Iterations 5000
Lower Limit -1
Upper Limit 1
lambdafactor 1
Output Neuron 3

Figs. 3−7 contain the dimensional 3D graphs of the data
set formed with the MNIST database. The axes are related
to each of the neurons in the output layer and are labeled as
Dimension 1, 2, and 3, respectively. Each sample is analyzed
and assigned a color for the class to which it belongs. Its
position inside the graph corresponds to the numerical value
obtained from the three neurons considered in the output layer
of the proposed architecture.

Both in Fig. 3 and Fig. 4, the results of the separability of
three classes are presented; it is possible to notice that three
defined groupings are generated, demonstrating the excellent
performance of the proposal of considering learning a data
output of orthogonal type. Similar behavior is presented in
the distributions of Fig. 5 and Fig. 6; the separability between
the classes is notable. Fig. 7 shows the total allocation of the
ten types when processing the complete MNIST base.
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Fig. 3. Group 0, 1, 2.

Fig. 4. Group 3, 4, 5.

Fig. 5. Group 6, 9.

TABLE III
PERFORMANCE OF THE ABC ALGORITHM

ABC algorithm
ERROR

Time
5000 Iterations

0.0025 9.168 min.
0.0118 9.171 min.
0.0147 6.873 min.
0.03422 6.833 min.
0.0957 15.569 min.
0.0037 16.594 min.

Fig. 6. Group 7, 8.

As a final test, the database about cropland is analyzed. For
this database, seven groups with 148 traits are considered, and
the dimensionality reduction process is carried out by applying
the learning process of the proposed neural network. The
graph in Fig. 8 shows the result of the class separability when
considering only three output features. With this, it is possible
to demonstrate the excellent performance of the dimensionality
reduction task in the data.

From these experimental results, we glimpse this method
as a rapid manner to perform dimensionality reduction tasks,
belonging to a process of classifying data. The whole classi-
fication model might also be metaheuristic, which is part of
our ongoing research framework.

Fig. 7. All Numbers
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Fig. 8. Cropland Database

V. CONCLUSION

At last, the main points to remark that come from the
experimental results are: 1) the usage of the ABC algorithm,
which replaces the optimization methods in machine learning,
and 2) the minimal architecture of the encoder type network,
which is attractive for hardware implementation, 3) the linear
transfer function of the neurons, that reduces, even more,
their realization complexity, 4) the underlying potential of
metaheuristics for training, 5) the usage of the original or-
thogonalization term in the original autoencoder model as the
objective function for the ABC algorithm.
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